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Abstract—Recently developed acoustic positioning systems op-
erate in a CDMA (Code Division Multiple Access) configuration,
in which the ranging signals between nodes are digitally mod-
ulated orthogonal codes with the same carrier frequency and
overlapping in time. CDMA permits higher position update rate
than the alternative TDMA (Time Division Multiple Access),
but suffers from Multiple Access Interference (MAI) effects,
leading to outliers in the estimated ranges, and potentially
large errors in position estimation. In this communication we
present and demonstrate experimentally a subtractive Parallel
Interference Cancelation (PIC) method which achieves a high
degree of resistance to MAI effects, and also permits us to
compensate the Intersymbol Interference (ISI) caused by the
limited frequency range of acoustic transducers. When evaluated
empirically in an acoustic positioning system, the PIC algorithm
obtains nearly total outlier cancelation for 4 operating beacons,
and 2/3 reduction of outliers for a 7 beacon setup with 32 bits
long codes. Outliers are further reduced (down to 2%) by the
modified PIC algorithm with ISI compensation. The method out-
performs alternative outlier reduction techniques like doubling
or quadrupling the signal length, or using power control to adjust
the relative amplitudes of the beacon signals, and permits that
the system is available for positioning over 95% of the time.

Index Terms—Acoustic positioning systems, CDMA acoustic
signals, multiple access interference mitigation

I. I NTRODUCTION

A COUSTIC positioning systems are based on the measure-
ment of the propagation time of acoustic or ultrasonic

signals transmitted from a static network of nodes to a mobile
node (or viceversa). Depending on the system’s synchronicity,
the measured ranges are combined with spherical or hyperbolic
multilateration techniques in order to estimate the three-
dimensional position of the mobile node.

Acoustic positioning’s niche lies in applications where GPS
is not available, and fine-grained accuracy (in the order of
1 cm) is required: personal localization indoors [1], [2],
positioning of walking robots [3], autonomous vehicles [4],
flying robots [5], positioning of archaeological findings [6],
measuring and tracking head movement [7], [8], and other
applications. General purpose ultrasonic positioning systems
are also commercially available [9], [10].

Early acoustic positioning systems used low bandwidth
transducers, measuring the signal’s arrival time by simple
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thresholding [4], [11]. These systems avoid overlap of the bea-
cons’ signals by assigning to them consecutive time slots for
their transmissions [time division multiple access (TDMA)]. In
this scheme, the position estimation rate is limited by the time
required by all active beacons to complete an emission cycle.
Improvements of acoustic and ultrasonic sensor technology
and higher processor capabilities, now permit the use of Code
Division Multiple Access (CDMA) techniques, in which the
signals from all nodes are transmitted simultaneously, sharing
a common frequency bandwidth [12], [13]. Each node is
assigned a unique orthogonal digital modulated code, which
permits to determine individual Times-of-Flight (TOFs) by
using signal correlation at the receiver. This technique isused
in the GPS system, as well as in all modern RF communication
systems.

A CDMA setup permits higher position computation rate
than its TDMA counterpart, but, due to the signal overlaps in
time and frequency, suffers from Multiple Access Interference
(MAI) effects, which result in incorrectly estimated TOFs
(outliers) and large positioning errors. The use of longer
orthogonal codes for the emitting beacons provides higher
processing gain and more resistance to interference. However,
in acoustic systems this might not be convenient since: (a) the
possibility of self-interference due to multi-path propagation
increases; (b) it puts higher demands on processor memory
and computation power; (c) in outdoor environments, the
coherence of long signals can be destroyed by non-ideal
signal propagation caused by air turbulences or temperature
gradients [14], which degrades signal correlation.

The goal of the present research is to show how sub-
tractive interference cancelation algorithms currently used in
CDMA wireless communications [15], are able to compensate
MAI effects in acoustic positioning systems. As far as we
know, only one previous paper [12] has mentioned the use
of MAI compensation techniques for CDMA-based acoustic
or ultrasonic systems operating in air. Thus, the novelty of
our work lies in the adaptation of a subtractive technique
for MAI compensation from the wireless communications to
the acoustic positioning fields, including a discussion andan
experimental demonstration of its performance in detail.

The paper is organized as follows: the next section intro-
duces the technique for subtractive interference cancelation in
acoustic signals proposed in this work. Section III describes
the acoustic positioning system with which we will carry out
the experimental work. Section IV gives quantitative results
on the performance of MAI reduction and its impact on
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the tracking of several trajectories of a mobile node. It also
offers a comparison of the proposed method with alternative
techniques for interference reduction such as power control or
use of longer signal codes. Finally, we offer some conclusions
in section V.

II. COMPENSATION OFMAI AND ISI EFFECTS

A. Description of the problem

Assuming that the positioning system hasN operating emit-
ter beacons at known locations, each transmitting a digitally
modulated coded signalgj(t), j = 1, . . . , N , the acoustic
signal received by the mobile beacon is:

r(t) =

N∑

j=1

Aj · (hj ∗ gj)(t− tj) + n(t), (1)

where tj and Aj are respectively the time of flight and
amplitude of the signal arriving from thej-th beacon, andn(t)
stands for white, uncorrelated noise. The convolution operator
∗ denotes the filtering effect produced by the acoustic channel
impulse responsehj(t), which is a priori unknown since it
depends on the relative orientation of emitter and receiver.

A conventional correlator bank (which we will call the
‘simple receiver’ in this work) produces the correlation of
signalr(t) with all active signal codes; the output of thek-th
element of the correlator bank is:

Rrgk(t) =Ak · (hk ∗Rgkgk)(t− tk)+∑

j 6=k

Aj · (hj ∗Rgkgj )(t− tj) + η(t), (2)

where Rgkgj (t) is the cross-correlation of codesgk(t) and
gj(t), and the conmutative property of the convolution and
correlation operators [16] has been utilized. This result can be
written compactly as:

Rrgk(t) = Ak · (hk ∗Rgkgk)(t− tk) + MAI k + η(t). (3)

In 3, the first term on the right side is the autocorrelation of
the emitted code with itself, distorted by the channel response
hj(t), which causes Intersymbol Interference (ISI). The second
term (MAIk) represents Multiple Access Interference from all
the other beacons emitting simultaneously in the cell, caused
by the non-perfect orthogonality of digital codesgj(t). The
simple receiver suffers from two shortcomings: (a) it does not
model the channel response of each transducer; and (b), it
follows a single-user approach that treats the MAI signals from
other users as noise. The added effect of both approximations
degrades severely the TOF estimates in acoustic CDMA posi-
tioning systems.

Interference due to MAI and ISI effects is found in most
CDMA communication systems, for example in the uplink of
mobile telephony [17], and in underwater acoustic data trans-
mission [18]. Often, interference effects are the most important
limiting factor of a communication cell capacity. Techniques
for interference compensation in communication systems fo-
cus in decoding correctly the transmitted digital message,and
signal delays, phases and amplitudes are relatively constant
parameters that are estimated at startup; in acoustic positioning
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Fig. 1. Processing architecture at the receiving beacon forCDMA-based po-
sitioning with MAI compensation, consisting of the times-of-flight estimation
module with interference cancelation techniques, and a robust multilateration
with outlier detection module.

applications the message is not relevant, and the goal is to
compute time delays with maximum accuracy.

Practical (suboptimal) algorithms for MAI cancelation are
mainly divided in two categories [15]. Linear detectors apply
a linear transformation to the output of the correlator bank,
corresponding roughly to the inverse of the codes cross-
correlations. This technique is most suited to message decod-
ing once reasonably good estimates of delays and amplitudes
of the received signals are known. In contrast, in subtractive
techniques the receiver creates (re-encodes) the emitted signals
with the estimated amplitudes and delays and subtracts them
from the received signal in order to obtain a version free of
the interfering effects of other beacons. This method works
well for estimation of message or only estimation of delays
and amplitudes [17], and, for its inherent simplicity, willbe
the approach followed in this communication.

In this work, ISI effects will be compensated by estimating
the impulse response of each acoustic channel simultaneously
with the MAI cancelation process. We will model the impulse
response of thej-th transmitter as:

Aj · (hj ∗ gj)(t) ≃

Mj∑

i=1

Âjigj(t− t̂′i), (4)

whereMj is a (variable) number of copies of the emitted
codegj(t). The time delayst′i are not discretized, and do not
necessarily correspond to integer multiples of the sampling or
symbol times. If ISI is not compensated,Mj = 1.

The details of the MAI/ISI compensation algorithm are
given next.

B. Subtractive parallel interference cancelation of MAI/ISI
effects

The general design for CDMA-based acoustic positioning
followed in this work is shown in Fig. 1, and the specific
module which contains the subtractive parallel interference
cancelation algorithm is detailed in Fig. 2. Its operation
consists on the following stages:

1) Initial computation of correlations . A correlator bank
produces initial estimates of the amplitudesÂk1 and de-
lays t̂k1, by correlatingr(t) with the set of emitted codes
gk(t). These estimates are computed from the peak of
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Fig. 2. Block diagram of the subtractive parallel interference cancelation module.

the correlation, which is parabolically interpolated to
achieve subsample precision for the times of flight [19].

2) Loop for beacon processing. The beacons are ordered
in descending initial amplitudes, so more powerful bea-
cons will be processed first.

3) Subtraction of MAI from other beacons. For the
k-th beacon, we form signalrk(t) by subtracting the
estimated components from all other beacons:

rk(t) = r(t) −
N∑

j=1
j 6=k

Mj∑

i=1

Âjigj(t− t̂ji). (5)

The signalrk(t) is the receiver’s current best estimate
of the signal coming exclusively from thek-th beacon.

The next step of the algorithm depends on whether ISI
effects will be compensated or not. If ISI is not compensated,
improved estimates of̂Ak1 andt̂k1 are produced by correlating
rk(t) with gk(t). However, if we desire to compensate ISI
effects, the method proceeds in stages 4-7 detailed next:

4) For thek-th beacon, we use arake-like structure [20]
to produce an array ofM ′

k fingers (possible positions
of the received code) by correlating and subtracting
repeatedlyrk(t) with the emitted codegk(t). M ′

k is an
integer number such thatM ′

k ∼ Âk1, M ′
k ≥ 1, and∑

k M
′
k = N · M . The logic behind this is that the

impulse response of the strongest signals is computed
with more detail so they are canceled more thoroughly.
Computation of allM ′

k fingers is achieved with a single
correlation operation:

R
(1)
k (t) = Rrkgk(t). (6)

The maximum value ofR(1)
k (t) corresponds to the first

finger, with improved amplitudêAk1 and time delaŷtk1.
The positions for fingersi = 2, . . . ,M ′

k are found by
time shifting and subtracting the known autocorrelation
of the k-th code:

R
(i)
k (t) = Rrkgk(t)−

i−1∑

j=1

ÂkjRgkgk(t− t̂kj). (7)

This permits to avoid time-consuming correlation opera-
tions. As in step 1, no assumption is made that the TOFs
coincide with sampling or symbol times.

5) If all M ′
k computed fingers corresponded to the true

signal from beaconk, we could simply choose the one
with the largest positive amplitudêAki as the most
likely position for the TOF. However, this produces
poor results for the lowest amplitude signals, for which
the most powerful finger might actually be a cross-
correlation peak from an interfering beacon not perfectly
eliminated by step 3 above. We need a reliable way
to distinguish the set of fingers actually corresponding
to the true signal from thek-th beacon from those
arising from interfering beacons. The following heuristic
procedure for selecting the most probable finger gives
satisfactory results in our setup. For all computed fingers
with positive amplitudes, the signalrl(t) is demodulated
by translating it to the baseband and sampling it at the
bit intervals:

yl[n] = rBB
l (t̂kl+n ·Tbit), l ∈ {1, . . . ,M ′

k | Âkl > 0}
(8)

whereTbit is the bit period.
The most likely finger for the correct position is the
one which maximizes the similarity of the demodulated
signal and the code transmitted by thek-th beacon,
multiplied by the amplitude of the finger itself:

lopt = argmax
l

|yl[n] · gk[n]|

|yl[n]|
· Âkl. (9)

6) As a result,̂tkl and Âkl with l = lopt are taken as the
best estimates of the TOF and amplitude of the signal
from the k-th beacon. Those fingers whose TOFs are
not close enough tôtkl, as given by:̂tki − t̂kl > Tb

or t̂ki − t̂kl < −Ta , are regarded as MAI terms and
discarded, while the remainingMk fingers (withMk ≤
M ′

k) are considered to belong to the impulse response
of the transducer, estimated as:

Ak · (hk ∗ gk)(t) ≃

Mk∑

i=1

Âkigk(t− t̂ki + t̂kl). (10)

The lower (−Ta) and upper (Tb) time limits of the
impulse response of the transducer are fixed parameters
determined experimentally.

7) As other researchers have noted [15], subtracting wrong
amplitude and TOF estimates from the received sig-
nal might cause large errors, particularly in the first
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iterations of the subtractive algorithm. For this reason,
we scale the computed amplitudes by the confidence
we have in the estimate of the beacon’s TOF; as a
confidence value we use the number of bits correctly
decoded in step 5:

Âki =
correctly decoded bits

signal bit length
· Âki i = 1, . . . ,Mk.

(11)
8) The process is repeated for all beacons and then iter-

atively from step 2 above. The loop finishes when the
energy of the residual signal obtained by subtracting all
codes and all fingers from the original signal:

E =

[
r(t) −

N∑

k=1

Mk∑

i=1

Âkigk(t− t̂ki)

]2

(12)

stops decreasing, or when the TOFs{t̂k1} differ by less
than 1µs from those computed in the previous itera-
tion. This guarantees quick convergence of the iterative
method.

Since the interference received by every user from all other
users is eliminated simultaneously, this scheme corresponds
to an (iterated) Parallel Interference Cancelation (PIC) im-
plementation [21]. In the remaining of this work, we will
refer to this technique as PIC receiver, and, if additionally,
intersymbol interference is compensated, as PIC/ISI receiver.
Subtractive techniques are not expected to provide perfect
interference cancelation, especially in the case where multipath
or non line of sight propagation occurs. Although these effects
can be also incorporated in the PIC algorithm, the strategy
followed in the acoustic positioning system of this work is
to post-process them in a robust multilateration module with
outlier rejection, as shown in the final stage in Fig. 1. More
information about robust positioning techniques is found in
references [22] and [23].

III. D ESCRIPTION OF THE EXPERIMENTAL SYSTEM

A. System setup

MAI compensation techniques will be tested empirically
with an acoustic local positioning system developed by our
group and called 3D-Locus (see Fig. 3). This system is
highly configurable [24], and has been used previously for the
reliable and accurate positioning of archaeological findings, as
described in [6].

The system is installed in a robotic cell, of2.8× 2.8× 2.8
meters of size, with the static network of 7 emitting beacons
placed in its top part and looking downwards. These beacons
lie approximately on a plane, with maximum differences
in height of about±2.5 cm. Fig. 4 shows a 2D-view of
the beacon arrangement as well as two sample trajectories
described later. The receiving beacon is attached, in an upward
position, to the tip of a Staubli robotic arm, model RX90,
which is used for controlled positioning within the cell. The
quoted positioning repeatability of the arm is 30µm, well
below the accuracy or resolution of the 3D-Locus system. The
reference frame of the robot arm (whose origin is placed 1.2 m
above the floor) is used for all coordinates given in this work.

Fig. 3. The 3D-Locus acoustic positioning system: the receiving beacon is
attached to the tip of the Staubli robotic arm, and the network of transmitting
beacons are placed at the top of the cell’s structure (looking downwards).

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2

−1.5

−1

−0.5

0

0.5

1

1.5 B1

B2

B3

B4B5

B6

B7

Traj. 1

Traj. 2

x (m)

y 
(m

)

Fig. 4. The(x, y) positions of the emitting beacons (B1-B7), and the two
trajectories of the robotic arm used in the experiments, as seen from a point
above the robotic cell.

B. Spread spectrum acoustic signals

Each acoustic beacon is equipped with a Visaton CP13
tweeter speaker (emitter), and a Panasonic WM61 microphone
(receiver). Their combined frequency range is 5-25 kHz,
with approximately flat response (gain and phase) within that
range, if emitter and receiver are placed front to front. The
response, however, deteriorates if the relative angle between
them increases [24].

Each beacon is programmed to transmit a binary-phase
(BPSK) modulated digital signal, encoded by a single Golay
codegk with a length of 32 (the default value), 64 or 128 bits,
with 1 cycle per bit, and 15 kHz carrier frequency, chosen in
the central point of the system bandwidth. Golay codes are
used since their correlations can be computed efficiently [25];
however, the methods in this work are generally applicable to
any family of digital orthogonal codes.
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The acoustic signals are received by the microphone, am-
plified and bandpass filtered, and sampled at 150 kHz by
the processing unit present in each beacon (a TMS320F2812
microcontroller from Texas Instruments). The acquisitiontime
is 13.7 ms (2048 points), and the dynamic range is 12 bits.

For the following experiments, the 3D-Locus system is
programmed so that all nodes from the static network transmit
simultaneously (CDMA). Synchronization to the receiving
beacon is achieved by an electric pulse, so spherical trilat-
eration is possible for computing the mobile node’s position.

Typical SNR values of the received signal vary between 10
and 25 dB for trajectories of the mobile node below the beacon
network, depending on the range and relative angle between
emitter and receiver. The 3D-Locus system permits to set the
signal amplitude of each emitting beacon individually, butonly
during startup of the system (not modifiable dynamically).

C. Test trajectories

The receiving beacon, attached to the tip of the robotic
arm, is moved in controlled trajectories under the transmitting
beacon network. Two sample trajectories will be considered
in this work (Fig. 4).

The first trajectory is restricted to a small area in the
workspace of the robot: a horizontal square of 0.4 m of
side oriented along thexy axes and centered at coordinates
(0.7, 0, 0.55) m (approximately 1.1 m below the beacon net-
work). This square is traversed twice, at a linear speed for the
tip of the robot of 20 mm/s, taking approximately 175 s to
complete the trajectory (the extra time is caused by the robot
arm accelerating and decelerating at each vertex of the square).

The second trajectory is intended to be as wide as permitted
by the reach of the robotic arm. It consists of three sides of
a horizontal square, each of 1.4 m of length, and centered at
the coordinates(0, 0, 0.4) m, traversed at 30 mm/s, a pause of
10 s, and then a circular trajectory that returns to the starting
point along the path that covers the largest angle, at a speed
of 60 mm/s. It takes about 230 s to complete this trajectory.

The emission repetition rate achieved by the 3D-Locus sys-
tem during these experiments was 1.25 Hz; this is lower than
the normal speed (10 Hz) since it was configured to transmit
the acoustic waveforms acquired by the moving beacon to the
central PC for offline processing and analysis. Thus, about
200 to 300 emissions are produced during completion of the
sample trajectories 1 and 2.

The ‘true’ TOFs are determined from the known trajectory
of the robotic arm and the position of the emitting beacons,
including compensation of the effect of temperature on the
speed of sound. The synchronization between 3D-Locus pro-
gram and robot motion is manual.

IV. EXPERIMENTAL RESULTS OFMAI COMPENSATION

This section describes a series of experiments performed
with the 3D-Locus acoustic positioning system, aimed at
demonstrating the efficacy of the MAI subtractive compen-
sation method introduced in section II.
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Fig. 5. TOF time sequences obtained for trajectory 2 trackedwith beacons
B1, B3, B4 and B5, using the conventional correlator bank without MAI
compensation. The circles correspond to TOF estimated within 133µs of the
true TOF (black continuous curve); the crosses to TOF outliers.

A. The effect of Multiple Access and Intersymbol Interference

Consider the 3D-Locus system tracking trajectory 2 with
beacons B1, B3, B4 and B5 transmitting simultaneously.
Using the conventional correlator bank (simple receiver) for
measurement of TOF, the time sequences shown in Fig. 5 are
obtained. About 31.9% of estimated TOF are outliers largely
deviated from the true values (in this work, we define an
outlier as a TOF with an equivalent range error larger than
two wavelengths,2λ = 45 mm, or, equivalently, a timing error
of 133µs). These large, non-gaussian TOF errors make those
particular beacons unusable for position estimation. Referring
to the trajectory shape in Fig. 4, it’s seen that outliers are
mostly produced when the transmitting beacon is at a larger
distance, or seen from a wider angle, from the receiver,
resulting in lower relative amplitude and decorrelation caused
by signal distortion with angle. This is a manifestation of the
‘near-far’ phenomenon, in which large amplitude signals ina
CDMA setup render weaker signals useless for positioning
or communication. For acoustic signals, the near-far effect
is further aggravated by the reduced bandwidth of acoustic
transducers at off-axis angles [24].

As discussed in section II-A, limitations in the bandwidth
of the acoustic channel cause intersymbol interference (ISI),
and degrade positioning, even if MAI is compensated by
subtractive techniques. In the 3D-Locus acoustic system, ISI
effects are particularly serious when the relative angle between
the emitter and receiver transducers is large, and should be
controlled in order to maintain high accuracy positioning.

Fig. 6 shows the effect of ISI effect compensation, by
plotting the code correlations with four beacons of the system
activated, and the receiving beacon placed at an arbitrary static
location. Intersymbol interference degrades signal correlation,
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Fig. 6. Correlations of received codes, obtained by the subtractive MAI
algorithm before and after compensation of ISI effects, fora setup of four
emitting beacons.

and beacons with lower amplitudes are particularly vulnerable,
since their signals might lie below the cross-correlation noise
of closer beacons, becoming undetectable. After application
of the MAI subtractive algorithm with ISI compensation, the
disturbing signals are partially removed, and the correlations
nearly restored to their theoretical shapes. Alternatively, the
removal of ISI effects can be seen in Fig. 7, where we plot
the eye patterns of the demodulated BPSK signals (rBB

l (t) in
(8)). Although the information conveyed by the signals is not
relevant (since codesgk are previously known), the larger aper-
ture of the corresponding eye diagrams show that the signals
can be successfully demodulated, and that decorrelation effects
caused by ISI are decreased.

The impulse response of the four transmitters, as estimated
by the PIC/ISI processor (10), is given in Fig. 8. Note that a
variable number of fingers has been assigned to each emitter
by the method. For each beacon, the finger with the largest
positive amplitude corresponds to the system’s estimate ofthe
correct TOF, and the time window for the impulse response is
taken as(−Ta, Tb) = (−2/f0, 4/f0) = (−133, 267)µs with
respect to this TOF.

For the results shown in this section, we have used an
average number ofM = 10 fingers/beacon in order to model
each beacon’s acoustic channel. However, we have checked
experimentally (see section IV-F) thatM = 5 fingers/beacon
provides almost as good reduction of the number of TOF
outliers, and requires significantly less processing time.For
this reason, the remaining experiments in this article involving
the PIC/ISI receiver are performed with 5 fingers per beacon.
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Fig. 7. The eye diagrams of the demodulated phase of the received codes, for
a setup of four emitting beacons, show that the subtractive PIC/ISI algorithm
is successful in eliminating most of ISI effects in the system.
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Fig. 8. Impulse response of the four transmitters, as estimated by the PIC/ISI
receiver.

B. Positioning with 4 active beacons

This section shows the performance of MAI compensation
techniques when the 3D-Locus system uses 4 transmitting
beacons, the minimum setup for estimation of the position
of the mobile beacon, if all 4 TOFs in a given emission are
estimated without outliers. In that circumstance, the position
can be computed robustly by spherical multilateration, since
there is enough redundancy to detect outliers. If the number
of available beacons is 3, the position can be computed, but
the system can not guarantee its correctness (it might be
usable for tracking the displacement of the mobile node from
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a previously known position).
We begin with the positioning results for trajectory 1 tracked

with four beacons, in two different circumstances. In the first
case we use the network formed by beacons B2, B3, B4
and B7; this is an optimal situation since the trajectory is
placed right under the beacon subnetwork (refer to Fig. 4).
The experimental results are shown in Fig. 9 (top). The use
of the simple receiver (correlator bank) results in 16.1% of
outliers in the TOF estimates; this decreases to to 0.2% and
0% with the PIC and PIC/ISI algorithms, respectively. In these
circumstances, the position could be estimated for 42.2, 99.1
and 100% of emissions, respectively. As we can see, this is
a case of perfect compensation of MAI effects, even with the
simplest version of subtractive cancelation, and a positioning
system operating with the minimum number of beacons.

This very favorable situation changes if we choose four
beacons placed relatively far from trajectory 1, like beacons
B1, B5, B6 and B7 (the cell opposite of the one considered
above). The combination of farther ranges from the emitting
beacons and larger off-axis angles results in a (mean) SNR
drop of -4.5 dB with respect to the well-placed beacon cell, and
an increased amount of TOF outliers with the simple receiver
(27.3% of emissions against 16.1% above). With the use of the
PIC and PIC/ISI versions of subtractive cancelation, outliers
are reduced to 0.6% and 0%, respectively, and the mobile
beacon’s position, which could be tracked for only 22.8% of
emissions with the simple receiver, can be computed now in
97.4% and 100% of cases (Fig. 9 (mid part)). Notice how in
the case of PIC cancelation without ISI compensation, some
points deviate from the true trajectory, sometimes by as much
as 50 mm. These points correspond to emissions where the
MAI-caused errors on TOF estimates, although still below the
outlier definition threshold, are amplified considerably bythe
bad geometric configuration of the cell (high dilution of pre-
cision). Most of these errors are eliminated by compensating
ISI effects.

Similar results are obtained when tracking trajectory 2 with
beacons B1, B3, B4 and B5, as seen in Fig. 9 (bottom). The
simple receiver produces a total of 31.9% outliers in the TOF
estimates (check the TOF traces presented in section IV-A),
and the requisite that all four TOF are computed without
outliers is fullfiled only for 18.3% of the signal emissions,
resulting in a completely discontinuous trajectory. Notice in
particular how one side of the square and the return circular
path of the trajectory could not be tracked at all. After
application of MAI cancelation a large reduction in the number
of outliers is obtained: down to 2.2% in its simpler version,
and down to 0.8% if PIC/ISI is used. In the same way, the
system availability (condition that all four TOFs are correctly
estimated) increases to 93.0 and 98.0% of time instances
respectively), with the result that the trajectories are correctly
tracked this time.

These three examples show that, when operating with a 4-
beacon positioning cell and 32 bits long codes, the subtractive
cancelation techniques described in section II-B almost per-
fectly eliminate MAI effects, even without ISI compensation
(less than 2% of outliers remain). In the next section, we will
consider operation of the system with all 7 beacons enabled.
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Fig. 9. Experimental results of trajectories 1 and 2 trackedwith different
configurations of four beacons each.

C. Positioning with 7 active beacons

When we activate all 7 beacons of the 3D-Locus system, we
expect larger MAI effects. Fig. 10 shows the results of tracking
trajectories 1 and 2 with all beacons. For trajectory 1, the
total percentage of outliers with the simple receiver is 46.5%,
which is reduced to 16.5% and 2.2% when the PIC and PIC/ISI
versions of subtractive compensation are applied. Correspond-
ingly, the positioning capability of the system increases from
the original 60.3% of emissions to 96.7% (PIC receiver) and
100% (PIC/ISI receiver), respectively. Very similar results are
obtained when tracking trajectory 2 with all beacons active.
Outliers are reduced from 40.0% of TOF measurements down
to 9.8% (PIC) and 0.9% (PIC/ISI). The positioning system
availability is increased from 81.2% (simple receiver) to 100%
in both instances of MAI compensation.

In conclusion, for 7 active beacons, the simple receiver
results in more than 40% of TOF outliers; this figure is
reduced three times by the simple PIC method, while PIC
compensation with ISI mitigation achieves almost perfect
outlier compensation. Which version to implement in the
positioning system depends on the beacon redundancy, the
required positioning availability, and the processing capability
of the receiving beacon.

D. Positioning accuracy

In this section we study the impact on positioning accuracy
of the PIC and PIC/ISI techniques. For this purpose, we have
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Fig. 10. Experimental results of trajectories 1 and 2 tracked with all 7 beacons
of the positioning system.
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(a) CDF of dynamic positioning error (4 beacons)

 Simple receiver
 PIC receiver
 PIC/ISI receiver

<beacons available>

0

2

4

0 5 10 15 20
0

20

40

60

80

100

Error (mm)

%
 o

f v
al

id
 m

ea
su

re
m

en
ts

(b) CDF of dynamic positioning error (7 beacons)
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Fig. 11. CDF of dynamic positioning error obtained with the 4- and 7-beacon
networks, before and after application of MAI compensationtechniques. The
results have been aggregated from trajectories 1 and 2. The mean number of
available beacons with correct TOF estimates in each situation is shown in
the inset graph.

collected all the measurements with the 4-beacon and 7-beacon
networks presented above and showed them as cumulative
distribution function (CDF) curves of the dynamic positioning
error in Fig. 11. The numerical data from the CDF curves is
also summarized in table I.

For both 4- and 7-beacon networks, the biggest impact
of MAI compensation techniques lies in the increase of the
number of valid TOFs per emission. With 4-beacons, an
average of 3.1 (simple receiver) to almost 4 (both PIC and
PIC/ISI receiver); for 7 beacons, 4.0 (simple) to 6.4 (PIC),and

TABLE I
SUMMARY OF CDF RESULTS FOR DYNAMIC POSITIONING

CORRESPONDING TOFIG. 11.

Emitting Positioning error (mm) Availab. Mean no.
beacons Receiver Mean 50% 90% (%) correct TOF

Simple 6.3 3.9 8.3 29.9 3.1
4 PIC 4.6 3.6 6.2 96.6 3.9

PIC/ISI 3.9 3.6 5.8 99.3 4.0
Simple 7.5 3.7 26.0 71.5 4.0

7 PIC 4.4 3.0 6.9 98.5 6.4
PIC/ISI 3.3 2.8 4.5 99.9 6.9

6.9 (PIC/ISI receiver). This causes a corresponding increase
in the positioning availability (the condition that at least four
valid TOFs are produced for a given emission). There is also
an increase in positioning accuracy (mean value of positioning
error), but since the 3D-Locus robust positioning stage filters
out the TOF outliers before trilateration, this benefit is mostly
noted in the large positioning error part of the CDF curve
(check the values for the 90% errors for each method). Finally,
the 7-beacon network overcomes the 4-beacon network in
terms of positioning accuracy, but only if MAI compensation
with ISI reduction techniques are applied.

These results compare favorably with those obtained previ-
ously with the 3D-Locus system [24]: working in a TDMA
configuration with 7 active beacons, the computed 50% and
90% positioning errors were respectively 2.6 and 4.1 mm.
Thus, we have achieved a similar positioning accuracy with
a CDMA setup with subtractive compensation of MAI effects
than a slower TDMA configuration. Below the 5 mm accuracy
level, positioning errors are dominated by other factors than
MAI, such as calibration inaccuracy, the effect of finite-size
transducers, temperature gradients and air motion throughthe
positioning cell, etc.

E. Efficiency of MAI reduction techniques

In this section we will compare the performance of the
MAI compensation algorithms to other two possibilities that
ameliorate the effects of signal interference in CDMA setups:
power control and increased code lengths.

Power control is a technique widely used in wireless com-
munications for interference reduction [17], and consistsin
adjusting the power of the emitting beacons so that the relative
amplitude of their received signals at the mobile beacon is
roughly the same. As was mentioned at the end of section III,
the present design stage of the 3D-Locus system does not
permit to dynamically adjust the beacon signal amplitudes
(they can only be set at startup), so power control is only
approximately possible in small areas. For trajectory 1 we
have measured the received signal amplitudes, one beacon
at a time (Fig. 12 (a)), and adjusted the power of each
beacon so the received amplitudes are approximately equal
(part (b)). Part (c) shows the effect of power control on
the MAI outliers. As expected, the total number of outliers
before MAI correction is reduced (from 46.4% to 16.4%),
and they are approximately equally distributed between all
beacons. Application of the simple PIC algorithm achieves
a similar performance to power control (16.5% of outliers),
while the PIC/ISI algorithm further reduces outliers to 2.2%.
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Fig. 12. Comparison of the efficiency for MAI compensation ofthe PIC and
PIC/ISI methods versus power control. Part (a): measured original acoustic
amplitudes for trajectory 1 with 7 active beacons; (b) received amplitudes
when power control is activated; (c) histogram with the number of outliers
obtained in each circumstance.

In conclusion, the simple PIC algorithm has the same effect
as employing power control over the emitting beacons, and
the PIC/ISI algorithm is superior to power control in terms of
outlier reduction.

The other possibility for interference reduction is to increase
the code processing gain by using signals with a higher number
of bits. To quantify this effect, we repeated trajectory 1 with
the 3D-Locus system configured with 32, 64 and 128 bits
long signals, and all 7 beacons active. The results are shown
in Fig. 13, where we plot the cumulative distribution of the
number of valid TOFs per emission (called beacon availability
or BA) achieved by each method, as a simple way to compare
their relative efficiency for outlier reduction. As expected,
augmenting the coded signal’s bitlength decreases the number
of outliers. However, even with 128 bits long signals, only
10.1% of emissions result in all 7 TOF determined correctly
(BA=7). Power control with 32 bits signals is more efficient
(26.6% of emissions with BA=7), and performs similarly
to MAI compensation with the PIC technique (32.2% of
emissions). Finally, the PIC/ISI receiver achieves an 87.4%
ratio of emissions with all 7 TOFs free of outliers. Notice that,
in addition to increased processing times, the use of spatially
longer signals is troublesome due to multipath reflections
and, in outer environments, air turbulence or non-uniform
propagation which destroy the signal coherence [14].

F. Computational cost of the PIC/ISI algorithm

In practical implementations, MAI compensation techniques
should be operative in real-time in the beacon’s processing
unit. This section gives a brief analysis on the computational
cost of the PIC/ISI algorithm described previously.
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Fig. 13. Comparison of the efficiency in beacon availabilityof the PIC and
the PIC/ISI algorithms with respect to longer signal lengths and use of power
control for the transmitting beacon’s amplitudes.
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Fig. 14. The computational cost of the PIC/ISI compensationalgorithm, for
32 bits signals, and 7 active transmitters: (a) mean number of iterations until
convergence; (b) count of the number of three basic operations (per emission);
(c) processing time in arbitrary units per emission; (d) fraction of outliers. The
abscissa shows the mean number of fingers of the PIC/ISI receiver (M = 0 is
the simple receiver andM = 1 the PIC receiver without ISI compensation).

A simple CDMA receiver consists in a correlation bank
which requires one set ofN correlations per emission, with
N being the number of active transmitters. Additionally, the
PIC algorithm requires signal scaling and displacements, to
subtract the estimated transmitter signals, a process which
is repeated iteratively until convergence. Finally, the PIC/ISI
receiver needs to perform signal demodulations to choose the
best candidate TOF. All these aspects have been considered
in the experimental evaluation detailed in this section, which
corresponds to processing of 32 bits signals, and 7 active
transmitters, for trajectories 1 and 2, each repeated threetimes.
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TABLE II
EFFECTIVENESS OFSUCCESIVE(SIC) AND PARALLEL (PIC)

INTERFERENCECANCELATION FOR TWO SAMPLE EXPERIMENTS.

Setup TOF outliers (%)
Receiver Simple SIC SIC/ISI PIC PIC/ISI
Traj.1; B1-B7, 32 bits 46.5 18.2 10.5 16.5 2.2
Traj.2; B1-B7, 32 bits 40.0 11.3 5.5 9.8 0.9

The averaged results are shown in Fig. 14.
Part (a) of Fig. 14 shows that the number of iterations

until convergence of the PIC/ISI algorithm remains relatively
constant regardless of the number of fingers employed. The
same happens with the number of correlations (part (b)), since
only one correlation operation per beacon and iteration is
required with the approach of (7). However, the number of
signal scaling/displacements and signal demodulations does
depend linearly on the number of fingers, as does global
computation time (part (c)). Finally, part (d) shows the outlier
reduction efficiency respect to the mean number of fingers
M . As seen previously, the PIC/ISI receiver is more efficient
than the simple receiver (M = 0 fingers) or the PIC receiver
without ISI compensation (M = 1 fingers). Although the
fraction of remaining outliers decreases steadily with the
number of fingers, in our experimental tests the reduction
beyond 5-6 fingers is marginal.

Correlation with thegk codes of 3D-Locus is performed
efficiently by taking advantage of the properties of Golay
codes [25]; for general codes, the Fast Fourier Transform
(FFT) can be used. Signal scaling and displacement can be
achieved efficiently by time shifting the emitted coded by
an integer number of samples (round(tk/ts)), and using
linear interpolation to adjust for the subsample delay. Finally,
demodulation requires signal multiplication of the passband
signal with the carrier for conversion to the baseband and a
linear-phase FIR filter to eliminate the carrier and integrate
and dump the codes [20].

The current processing capability of the microcontroller
used for the beacons of the 3D-Locus system does not
permit to accommodate the full iterative PIC/ISI algorithm
for 7 beacons in the 100 ms emission cycle of the system.
Nevertheless, significant reduction of MAI effects is achieved
even with one single iteration of the PIC algorithm, as seen
in table II. One iteration of the PIC method is equivalent
to the Successive Interference Cancelation (SIC) technique
frequently used in communication systems [15], in which
users are subtracted one at a time in order of descending
power. Custom designed acoustic signal processing FPGA
architectures, such as those described in [26], [27], as well
as more modern DSP processors, could permit operation of
the full PIC/ISI algorithm in real time.

V. CONCLUSIONS

The research carried out on this paper demonstrates that
subtractive techniques are very successful in eliminatingthe
range outliers caused by Multiple Access Interference (MAI)
in CDMA acoustic positioning systems. We have presented
an iterative Parallel Interference Cancelation (PIC) method

TABLE III
SUMMARY OF ALL EXPERIMENTS REPORTED IN THIS WORK.

Setup TOF outliers (%) Availability (%)
Receiver Simple PIC PIC/ISI Simple PIC PIC/ISI

Traj.1; B2,B3,B4,B7, 32 b. 16.1 0.2 0 42.2 99.1 100
Traj.1; B1,B5,B6,B7, 32 b. 27.3 0.6 0 22.8 97.4 100
Traj.2; B1,B3,B4,B5, 32 b. 31.9 2.2 0.8 18.3 93.0 98.0
Traj.1; B1-B7, 32 bits 46.5 16.5 2.2 60.3 96.7 100
Traj.2; B1-B7, 32 bits 40.0 9.8 0.9 81.2 100 100

Effect of power control (P.C.) and bit length
Traj.1; B1-B7, 32 b. & P.C. 16.4 3.2 0.4 99.5
Traj.1; B1-B7, 64 bits 38.4 8.8 0.7 75.9
Traj.2; B1-B7, 64 bits 29.4 4.4 0.1 93.1 100
Traj.1; B1-B7, 128 bits 23.6 2.3 0 100
Traj.2; B1-B7, 128 bits 19.8 1.2 0.1 100

which also permits to compensate the effects of intersymbol
interference (ISI) due to the acoustic channel limitations.

The effectiveness of MAI compensation has been proved
experimentally with as many as 7 beacons functioning simul-
taneously, and 32 bits long signals. For a low number of trans-
mitting beacons (4), outlier cancelation is nearly complete with
either version of the PIC technique. With 7 operating beacons,
the simpler version of PIC achieves an outlier reduction by a
factor three (from 45% to 15%); if ISI compensation is also
applied, outliers are reduced to about 2%.

We have proved that subtractive MAI compensation with
32 bits long signals outperforms using signals of 64 or
128 bits, without the physical inconveniences associated with
longer signals (multipath effects, loss of phase coherenceand
longer acquisition times). Over small displacement areas,we
have also shown that the PIC method matches the capability
of power control schemes.

The results from the 10 experiments reported in this work
are collected in table III; they correspond to about 3500 signal
acquisitions under varied setups, most repeated several times.
Comparison with the work from other researchers is difficult,
since literature on interference cancelation for acousticpo-
sitioning systems operating on air is scarce. Only reference
[12], in table 2, reports results of Successive Interference
Cancelation (SIC) applied to a network of 5 simultaneously
emitting piezo transducers, using BPSK modulated signals
with 50 kHz carrier frequency and 511 bytes Gold codes. An
increase of the availability of the positioning system from75%
to 85% of the events is reported; however, due to the much
longer duration of the signals used, MAI effects are not as
predominant as in our system.

Finally, an analysis of the number of operations required
for the parallel interference cancelation algorithm has been
offered, showing that it could be incorporated to modern
processing units without introducing excessive overhead.With
state of the art acoustic/ultrasonic positioning moving on
to CDMA-based system architectures, we believe that MAI
compensation techniques should be an essential part of them.
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